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The Mathematics of Neural Networks: One 
Year Later (Sept. 2023—Aug. 2024)  
 

Key highlights:  

• Use of stem cell technologies 
• A new understanding of artificial intelligence 
• Fields Lab for Network Science 
• Building international partnerships 

 

Neural networks (or “deep learning”) could unravel the mysteries of the human brain.  With the 

support of the Western Academy for Advanced Research (WAFAR), Western Fellows Lyle 

Muller (Brain and Mind Institute, Mathematics), Ján Mináč (Mathematics) and Marieke Mur 

(Psychology, Computer Science) were afforded the dedicated time, space, and funding to bring 

together an international team dedicated to exploring artificial neural networks and their 

possibilities.  With their combined expertise in applied mathematics, computer science, and 

neuroscience, the Mathematics of Neural Networks research theme produced novel 

mathematical discoveries that could lead to greater understanding about neural functions and 

disorders. 

During their tenure with WAFAR (September 2022—August 2023), the theme produced an 

impressive body of work that included groundbreaking insights into explainable artificial 

intelligence as well as exciting new developments about Rett Syndrome, a serious neurological 

disorder that mostly impacts young girls.  Their excellence in research helped the theme secure 

a combined total of $1.5 million CAD, which is to be directed from major grants awarded by the 

BRAIN Initiative and National Eye Institute, under the U.S. National Institutes of Health.1 

Such impressive outcomes would not have been possible without the strength of the team that 

included four international Western Academy Visiting Fellows, three WAFAR-funded post-docs, 

 
1To be directed from an NIH BRAIN Initiative U01 (MPI) grant ($7,327,501) for 2023-2026, NIH NEI R01 grant 
(2,688,533) for 2023-2028.   

https://uwo.ca/academy/news/2022/oct25_newresearchrettsyndrome.html
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and a substantial team of graduate-level contributing researchers.  Theme Leader Lyle Muller 

credits WAFAR with providing the right support, at the right time, to help the team take their 

research to the next level: 

“The collaborative environment fostered by the Western Academy has been key to 
our success, providing a fertile ground for ideas to flourish and collaborations to 
thrive. We look forward to building on this partnership, pushing the boundaries of 
knowledge in neural network theory, and contributing to the advancement of both 
artificial intelligence and neuroscience.” 

In the year since the Mathematics of Neural Networks theme completed its official period of 

operations at WAFAR, it has made progress in four crucial areas of focus:  1.)  using stem cell 

research to bridge the gap between mathematical ideas and medical solutions, 2.) forging new 

pathways in artificial intelligence research, 3.) establishing the Fields Lab for Network Science 

as a centre for neural network theory, and 4.) building and sustaining international partnerships. 

 

1. Bringing the gap between 
mathematical ideas and medical 
solutions 

 

Since its launch in September 2022, the Mathematics of Neural Networks theme has aimed to 

translate mathematical insights into “real-world” clinical interventions.  Funding directed from NIH 

BRAIN initiative and NEI grants ($1.5 million CAD), has allowed the theme to harness the latest 

advancements in stem cell technologies.  The funds will be put towards the use of a multi-

electrode array to study neural activities in induced pluripotent stem cells (iPSC) models, thereby 

enhancing the theme’s knowledge about the structure and function of neural connections.  
 

A crucial partnership has emerged out of this project.  Together with 2024 Allyn Taylor recipient 

Fred Gage (Salk Institute), the theme is continuing to build from the groundwork laid by their 

2022 investigation into Rett Syndrome.  Using neural network modelling, the researchers are 

working to create a computational framework for understanding neural circuits cultured from 

stem cells.  The aim of this project is to foster a deeper understanding of neural networks and 
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what they might reveal to us about neurological functions and disorders.  By drawing upon a 

wide range of interdisciplinary perspectives—ranging from mathematics, neuroscience, and 

stem cell biology-- the team aspires to solve important problems that may lead to the 

development of new treatments for patients with neurological diseases.    

 

2. Towards a new understanding of 
Artificial Intelligence 

 

Despite great advancements in artificial intelligence, developers still do not fully understand how 

AI makes decisions. This challenge is known as the “explainability” or “black box” problem.  As 

AI technologies become more widespread, the explainability problem has drawn considerable 

attention from concerned critics.  If poorly designed, or if used with malicious intent, AI systems 

could have dire consequences on privacy, human rights, and public trust.  Advancements in AI 

explainability could help strengthen public trust by leading to safer and more transparent 

systems. 

The Mathematics of Neural Networks theme has paved the way for new discoveries that could 

influence the design of future AI systems.  During their productive tenure with WAFAR, the 

theme produced new crucial insights into how AI works.   Along with researchers from the Salk 

Institute for Biological Studies, theme members developed a “first of its kind” technique that 

makes sense of how artificial neural networks generate predictions.  Results from this project 

reached a wide readership and gained significant attention on social media, particularly on 

Twitter/X.2 

In 2024, Muller and his team continued this line of research when they partnered with Todd 

Coleman (Stanford) to develop an explainable neural network.  This breakthrough allows 

programmers to watch a neural network “in action” while a mathematical tool explains how it 

works. Significantly, this development demonstrates that certain computations can be fully 

explainable, a finding that could have larger repercussions in the study of neural networks and 

 
2 Results were published in Nature Communications, ranking in the 96th percentile of articles of a similar age as of 
September 2024.  The article attracted considerable social media attention, ranking in the top 5% of all research 
outputs scored by Altmetric.   

https://www.nature.com/articles/s41467-023-39076-2/metrics
https://www.nature.com/articles/s41467-023-39076-2/metrics
https://nature.altmetric.com/details/149790133/twitter
https://nature.altmetric.com/details/149790133/twitter
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in AI research more broadly.  Published in Communications Physics in July 2024, this study is 

part of a growing archive of impactful research.  See Appendix for a full publication list. 

 

3. The Fields Lab for Network 
Science  

 

Launched in 2024 as part of the new Fields-Western Collaboration Centre at Western 

University, the Fields Lab for Network Science builds upon and promises to enhance the 

success of the Mathematics of Neural Networks theme.  Created in partnership with the Fields 

Institute (University of Toronto), a prestigious centre for mathematical learning and innovation, 

the Fields Lab brings together leading thinkers in discrete mathematics, graph theory, number 

theory, and physics. Co-Director Lyle Muller recognizes the vital importance of this collaboration 

to the success of the project: “this partnership not only validates the significance of our work, but 

also provides a platform for broader dissemination and collaboration, potentially accelerating 

progress in this critical area of study.” 

Under the leadership of Western Fellows Lyle Muller and Jan Mináč, the Fields Lab aims to spur 

cross-institutional connections between mathematicians and leading experts in neuroscience. 

Plans are underway for workshops and educational programming and residencies with 

distinguished visitors like Todd Coleman (Stanford) and John Reynolds (Salk Institute) that will 

establish the Fields Lab’s reputation as a global hub for neural network theory. 

 

4. Engagement with international 
thinkers  

 

The Mathematics of Neural Networks theme brings inspiring minds to Western. Globe-spanning 

collaborations with 2012 MacArthur Fellow Maria Chudnovsky (Princeton), visual processing 

expert Frederic Chavane (Centre National de la Recherche Scientifique), Israel Prize recipient 

Alex Lubotzky (Weizmann Institute), and acclaimed number theorist and mathematics educator 

Christian Maire (Franche-Comté Électronique Mécanique Thermique et Optique - Sciences et 

https://news.westernu.ca/2024/09/fields-western-collaboration-centre/
https://news.westernu.ca/2023/03/renowned-mathematician-collaborates-with-western-team-to-map-human-brain/
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Technologies), highlight the reach and impact of the theme's discoveries.  Already the theme 

has leveraged these connections into sustained research partnerships that hold potential for 

future groundbreaking work.  Currently, Lyle Muller and Frederic Chavane are developing 

potential projects for the Horizon Europe program, which could open new doors for international 

partnership.  The Fields Lab for Network Science will continue to amplify the theme’s 

international and cross-institutional connections by attracting leading scientific experts to 

Western’s campus. 

 

Future Directions 
 

The Mathematics of Neural Networks theme aims to establish itself as an international centre for 

neural networks research.  To make this goal a reality, the theme has identified the following 

priorities for the coming year (2024-2025):   

• Building the theme’s international reputation as trailblazers in the advancement of 

mathematical frameworks for understanding neural networks 

 

• Leveraging their growing reputation and connections with the Fields Institute to foster 

new collaborations with other institutions and researchers.  

 

• Drawing upon new research connections to uncover real-world applications for 

advancements in neural network theory 

 

• Continuing to develop novel mathematical approaches to understand and explain neural 

networks 

 
• Contributing new knowledge to the growing field of artificial intelligence and machine 

learning research 

 

• Sharing findings through high-impact publications, conferences, and broader social 

channels to ensure their discoveries reach both academic and non-academic 

stakeholders 

 

https://research-and-innovation.ec.europa.eu/funding/funding-opportunities/funding-programmes-and-open-calls/horizon-europe_en
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• Connecting their discoveries with humanity’s most pressing issues in an era of 

accelerated technological change 

 

By achieving these goals, the Mathematics of Neural Networks theme is well-positioned to 

establish itself as a key player in neural network research.  According to Lyle Muller, this area of 

scientific discovery could shape the development and understanding of artificial intelligence 

technologies: “we anticipate that our work will contribute significantly to a topic that will certainly 

have a huge impact on human culture over the next five years.”  In doing so, The Mathematics 

of Neural Networks theme could put Western at the forefront of an exciting new field of inquiry 

whose significance will grow in the years to come. 
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The collaborative environment fostered 

by the Western Academy has been key 

to our success, providing a fertile ground for 

ideas to flourish and 

collaborations to thrive.   
Theme Leader Lyle Muller  
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